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Appendix F: Index

A
Addition rule of probability, 86
Alpha (α), 163
Alternative hypothesis, 161
Analysis of Variance (ANOVA), 308
Association, 259

B
Bar graph, 30
Bell shaped, 116
Bimodal, 52
Binomial distribution, 110
Blinding, 24
Box plot, 72

C
Causation, 271
Central Limit Theorem, 129
Central tendencies, 48
Chi-square distribution, 299
Chi-square test of independence, 299
Classical probability, 81
Cluster sample, 15
Coefficient of determination, 291
Coefficient of non-determination, 292
Combinations rule, 100
Common confidence levels, 136
Complement rule, 82
Conclusion of a hypothesis test, 168
Conditional probability, 91
Confidence interval, 136
Confidence intervals
mean, 𝑡, 145
mean, z, 137
mean, two independent samples, 217
mean difference, dependent samples, 231
proportion, 150
proportion, two samples, 245
Contingency table, 298
Continuous, 21
Continuous random variable, 104
Control group, 24
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Convenience sample, 16
Correlation coefficient, 259
Correlation test of hypothesis, 274
Counting rules, 96
Critical values, 164
Crosstabulation table, 298

Data, 20
Data collection techniques, 21
Decision of a hypothesis test, 168
Dependent events, 90
Dependent samples, 214
Dependent variable, 260
Descriptive statistics, 6
Difference between two proportions, 244
Direct observation, 21
Discrete, 21
Discrete probability distribution, 104
Discrete random variable, 104
Double-blinding, 24

Empirical probability, 83
Empirical Rule, 61
Event, 80
Expected counts, 300
Experiment, 24
Explained deviation, 290
Explained variation, 290
Explanatory variable, 260
Exploratory Data Analysis, 72
Extrapolation, 287

Factorial rule, 98
F-distribution, 308
Five-number summary, 72
Frequency, 29
Frequency distribution, 29, 36
Fundamental counting rule, 97
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G
Grouped frequency distribution, 36

H
Hawthorne effect, 25
Histogram, 35
Hypotheses, 161
Hypothesis testing, 160
Hypothesis testing
  ANOVA, 309
  correlation coefficient, 274
  chi-square test of independence, 299
  mean, t, 188
  mean, z, 172
  mean, two independent samples, 216
  mean difference, dependent samples, 230
  proportion, 200
  proportion, two samples, 245

I
Independent events, 90
Independent samples, 214
Independent variable, 260
Inferential statistics, 6
Interquartile range (IQR), 74

L
Law of large numbers, 83
Least-squares regression line, 282
Left skewed, 41
Left-tailed test, 165
Level of confidence, 136
Level of significance, 163
Linear relationship, 261
Lower fence, 74
Lurking variable, 271

M
Mailed questionnaire, 21
Margin of error, 137
Matched-pairs design, 230
Mean of a discrete random variable, 106
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<table>
<thead>
<tr>
<th>Term</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean, 49</td>
<td></td>
</tr>
<tr>
<td>Measures of central tendency, 48</td>
<td></td>
</tr>
<tr>
<td>Measures of position, 66</td>
<td></td>
</tr>
<tr>
<td>Measures of regression, 290</td>
<td></td>
</tr>
<tr>
<td>Measures of variation, 57</td>
<td></td>
</tr>
<tr>
<td>Median, 51</td>
<td></td>
</tr>
<tr>
<td>Mode, 52</td>
<td></td>
</tr>
<tr>
<td>Multimodal, 52</td>
<td></td>
</tr>
<tr>
<td>Multiplication rule of probability, 89</td>
<td></td>
</tr>
<tr>
<td>Mutually exclusive events, 86</td>
<td></td>
</tr>
<tr>
<td>Negative relationship, 262</td>
<td></td>
</tr>
<tr>
<td>Non-mutually exclusive events, 86</td>
<td></td>
</tr>
<tr>
<td>Nonparametric tests, 186</td>
<td></td>
</tr>
<tr>
<td>Nonresistant measures, 76</td>
<td></td>
</tr>
<tr>
<td>Nonresponse bias, 17</td>
<td></td>
</tr>
<tr>
<td>Normal distribution, 116</td>
<td></td>
</tr>
<tr>
<td>Null hypothesis, 161</td>
<td></td>
</tr>
<tr>
<td>Observational study, 24</td>
<td></td>
</tr>
<tr>
<td>Observed counts, 300</td>
<td></td>
</tr>
<tr>
<td>Observed y-values, 282</td>
<td></td>
</tr>
<tr>
<td>One-tailed tests, 166</td>
<td></td>
</tr>
<tr>
<td>Outcome variable, 260</td>
<td></td>
</tr>
<tr>
<td>Outliers, 74</td>
<td></td>
</tr>
<tr>
<td>Parameter, 49</td>
<td></td>
</tr>
<tr>
<td>Pearson product moment correlation coefficient, 263</td>
<td></td>
</tr>
<tr>
<td>Percentile, 68</td>
<td></td>
</tr>
<tr>
<td>Permutations rule, 99</td>
<td></td>
</tr>
<tr>
<td>Personal interview, 21</td>
<td></td>
</tr>
<tr>
<td>Pie chart, 31</td>
<td></td>
</tr>
<tr>
<td>Placebo, 24</td>
<td></td>
</tr>
<tr>
<td>Point estimates, 136</td>
<td></td>
</tr>
<tr>
<td>Population, 11</td>
<td></td>
</tr>
<tr>
<td>Population mean, 49</td>
<td></td>
</tr>
<tr>
<td>Population parameter, 136</td>
<td></td>
</tr>
<tr>
<td>Population standard deviation, 60</td>
<td></td>
</tr>
<tr>
<td>Population variance, 58</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Term</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive relationship</td>
<td>262</td>
</tr>
<tr>
<td>Predicted y-values</td>
<td>282</td>
</tr>
<tr>
<td>Prediction line</td>
<td>282</td>
</tr>
<tr>
<td>Predictions</td>
<td>286</td>
</tr>
<tr>
<td>Predictor variable</td>
<td>260</td>
</tr>
<tr>
<td>Probability</td>
<td>80</td>
</tr>
<tr>
<td>Proportion z-test</td>
<td>200</td>
</tr>
<tr>
<td>P-value</td>
<td>164</td>
</tr>
<tr>
<td>Qualitative data</td>
<td>20</td>
</tr>
<tr>
<td>Quantitative data</td>
<td>21</td>
</tr>
<tr>
<td>Quartiles</td>
<td>70</td>
</tr>
<tr>
<td>r</td>
<td>264</td>
</tr>
<tr>
<td>Random</td>
<td>14</td>
</tr>
<tr>
<td>Random variable</td>
<td>104</td>
</tr>
<tr>
<td>Range</td>
<td>58</td>
</tr>
<tr>
<td>Regression</td>
<td>280</td>
</tr>
<tr>
<td>Regression analysis</td>
<td>280</td>
</tr>
<tr>
<td>Regression line</td>
<td>282</td>
</tr>
<tr>
<td>Rejection region</td>
<td>165</td>
</tr>
<tr>
<td>Relative frequency</td>
<td>31</td>
</tr>
<tr>
<td>Representative</td>
<td>14</td>
</tr>
<tr>
<td>Research question</td>
<td>11</td>
</tr>
<tr>
<td>Residual</td>
<td>282</td>
</tr>
<tr>
<td>Resistant measures</td>
<td>76</td>
</tr>
<tr>
<td>Response bias</td>
<td>17</td>
</tr>
<tr>
<td>Response variable</td>
<td>260</td>
</tr>
<tr>
<td>Right skewed</td>
<td>41</td>
</tr>
<tr>
<td>Right-tailed test</td>
<td>165</td>
</tr>
<tr>
<td>Sample</td>
<td>12</td>
</tr>
<tr>
<td>Sample mean</td>
<td>49</td>
</tr>
<tr>
<td>Sample proportion</td>
<td>149</td>
</tr>
<tr>
<td>Sample size</td>
<td>153</td>
</tr>
<tr>
<td>Sample size formula for estimating $\mu$</td>
<td>153</td>
</tr>
<tr>
<td>Sample size formula for estimating $p$</td>
<td>155</td>
</tr>
<tr>
<td>Sample size formulas</td>
<td>153, 155</td>
</tr>
<tr>
<td>Sample space</td>
<td>80</td>
</tr>
</tbody>
</table>
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Sample standard deviation, 60
Sample variance, 58
Sampling distribution of the sample mean, 128
Sampling distribution of the sample proportion, 150
Scatterplot, 259
Shape of a distribution, 41
Significance level, 163
Significance tests, 160
Simple random sample, 14
Skewed distributions, 41
Skewed left, 41
Skewed right, 41
Slope, 283
Spread, 57
Standard deviation, 60
Standard deviation of a discrete random variable, 106
Standard error of estimate, 292
Standard error of the mean, 128
Standard normal distribution, 121
Standard Normal Table, 124
Standardizing, 121
Statistic, 49
Statistics, 5
Stem and leaf plot, 42
Steps in hypothesis testing, 161
Stratified sample, 15
Survey of records, 21
Symmetrical, 42
Systematic sample, 16

T
t-distribution, 144
Test statistic, 163
Test statistics
  ANOVA, 309
correlation coefficient, 274
chi-square test of independence, 299
mean, t, 188
mean, z, 172
mean, two independent samples, 216
mean difference, dependent samples, 230
proportion, 200
proportion, two samples, 245
Tests of hypothesis, 160
Tests of significance, 160
Total deviation, 290
Total variation, 290
Treatment group, 24
Tree diagram, 96
T-test, 188
Two-tailed test, 166
Two-way table, 298
Type I error, 169
Type II error, 169

U
Undercoverage bias, 17
Unexplained deviation, 290
Unexplained variation, 290
Unimodal, 52
Upper fence, 74

V
Variable of interest, 20
Variance, 58
Variance of a discrete random variable, 106
Variation, 57

W
Width, 36

X
x-values, 264

Y
y-intercept, 283
y-values, 264

Z
Z-score, 67
Z-table, 124
Z-test, 172
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Confounding Variables and Placebo Effect
Cumulative Frequency, Frequency Polygon, Ogive, Dot Plot
Goodness of Fit Test
Graphing Discrete and Binomial Probabilities
Inferences for $\sigma$ and $\sigma^2$
Levels of Measurement (Nominal, Ordinal, Interval, Ratio)
Mean and Standard Deviation of a Binomial Distribution
Multiple Regression
Nonparametric Statistics
Normal Approximation of Binomial Distribution
Normal Probability Plots
Power of a Hypothesis Test and Calculating $\beta$
Prediction Intervals
The Geometric and Poisson Distributions
Two-Sample F-test
Uniform Distribution
Weighted Mean